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ABSTRACT
It has become common for governments and practitioners to mea-
sure mobility using data from smartphones, especially during the
COVID-19 pandemic. Yet in countries where few people have smart-
phones, or use mobile internet, the movement of smartphones may
not be a good indicator of the movement of the population. This
paper develops a framework for approaching potential bias that
can arise when measuring mobility with smartphones. Using mo-
bile phone operator records in Uganda, we compare the mobility
of smartphones and the basic and feature phones that are more
common. Smartphones have different travel patterns, and decrease
mobility substantially more in response to a COVID-19 lockdown.
This suggests caution when interpreting smartphone mobility esti-
mates in contexts with low adoption.
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1 INTRODUCTION
Understanding the mobility of populations is crucial for trans-
portation [15, 19, 23, 35], the spread of disease [2, 7, 25, 28, 31, 37–
39, 45, 46], natural disasters [8, 14, 22, 36], and–during a pandemic–
measuring social contact [1, 18, 20]. A wide array of recent work
uses data collected from the motion of smartphones to infer how
people in a society move [9, 11, 12, 27, 29, 30]. Under the COVID-19
pandemic this type of analysis has crossed into the mainstream,
with a proliferation of analysis using providers like Google Mo-
bility Reports, Facebook, Unacast, Cuebiq, SafeGraph, and Baidu.
But this raises the question: do smartphones move in the same
way as the population? This is a concern particularly in societies
where few people own smartphones. Smartphone owners are likely
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to be wealthier, may live in different areas, and may move differ-
ently. If so, smartphone mobility estimates may be misleading about
how populations move [10]. This paper assesses this question, by
comparing how smartphones move to how other types of mobile
phones move, in a baseline month, and in response to the shock of
the arrival of COVID-19.

Smartphone mobility data has several advantages for measuring
mobility: many smartphones have GPS which can provide precise
locations and can collect data passively at a high frequency. Addi-
tionally, mobility can be measured by independent apps. However,
there are many countries where few people own smartphones, and
even among adopters, usage is low due to high costs of data and
sparse wifi coverage. Another possibility is to measure mobility
from operator records, which note the cell towers used to trans-
mit transactions. This is harder for researchers and policymakers
to access, but includes the mobility of both smartphones and ba-
sic/feature phones. An issue is that location measurement is active,
not passive–operators typically only record the locations of indi-
viduals when they make a transaction.

In this paper we develop a framework for thinking about two
biases that can arise when inferring mobility from digital data:
selection into ownership of the technology and selective use of the
technology. We use data from a major mobile network operator in
Uganda, a lower-income country that has similar phone ownership
patterns as other countries in sub-Saharan Africa. We identify likely
smartphone users in the dataset, and compare the behaviors of this
sample of users to non-data users.

We find that data users (smartphones) have different mobility
patterns from users who do not regularly use data packets. Data
users have more longer-distance travel, with 13% to 22% more daily
trips to non-neighboring counties at baseline on average. Addition-
ally, they decrease mobility more after the COVID-19 lockdown
policies relative to non-data users, particularly in the counties most
affected by COVID-19 policies. That means that inferring mobility
based on smartphones could lead policymakers to erroneously be-
lieve that population mobility has dropped more than it actually
has. This is in line with research from developed country settings
that has found larger decreases in mobility among higher income
populations [17, 21, 42].

1.1 Related literature
This paper joins a large literature that uses internal data from mo-
bile phone operators (Call Detail Records, or CDR) to measure
the mobility of mobile phones in developing country contexts
[3, 4, 6, 16, 19, 25, 44–46]. It is challenging to access these data,
however, and these examples are difficult to replicate across coun-
tries [26]. As more people have adopted smartphones, it has become
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common to measure mobility using smartphone apps in developed
countries, where many people own smartphones. There is an emerg-
ing literature using these measures in developing country contexts
[20, 27, 29, 34]. We study a low income context where few people
have smartphones.

This paper builds on work that studies biases that arise from
measuring mobility using data from mobile phones [13]. These
works have primarily assessed two types of bias:

Mobility estimates may not be representative when they are
measured on a subset of a population that has adopted a digital
technology. [43] finds that mobility differs little by demographics
among mobile phone owners in Kenya during an early period of
adoption, 2008-2009.

Many digital technologies collect digital trace data only when
particular software and features are enabled (e.g., GPS and apps
that collect user data), or actions are taken (e.g., calls are placed,
for operator data, or app check-ins or posts). [32, 47] find that
mobility as measured by where actions are taken can differ from
more passively collected GPS measures.

[10] assesses the net of both biases in the US, finding that smart-
phone mobility measures undercount older demographics when
compared to voting records in a national election.

This paper evaluates whether smartphones have different mo-
bility patterns from basic/feature phones in a developing country.
In settings like ours, smartphone penetration is still low and the
selection bias may be larger because the devices are costly relative
to average income. Additionally, often people pre-pay for phone
services, and given the high cost of data, this may further limit the
population that is captured with smartphone data. This is a setting
with limited data to validate indicators; we provide evidence by
comparing those with access to a smartphone to those without ac-
cess within the same dataset and study how the generated mobility
indicators differ. In this way we limit any differences that might
arise due to the data sources and can focus on the differences in
behaviors that are measured by the same source for different types
of users.

2 BACKGROUND
Mobile phone subscriptions have grown dramatically in the last
two decades, even in low-income countries. In 2005, there were 23
mobile phone subscriptions per 100 people in developing countries;
by 2019 there were 103 subscriptions per 100 people [40]. However,
in lower income countries few of these phones are smartphones con-
nected to the internet. In Africa, there are only 33 mobile broadband
subscriptions per 100 people (Figure 1). Given the lack of data in
many African countries, though, there is substantial interest in sta-
tistics generated using smartphones. We consider what biases may
arise when studying population mobility based on smartphones.

We focus on Uganda, which has similar rates of adoption to other
countries in sub-Saharan Africa. Per 100 people, Uganda has 57
mobile phones, but only 34 mobile broadband connections (10th
percentile and 16th percentile respectively, out of 184 countries
reported by ITU in 2018 or 2019). The proportion of mobile phones
that have broadband connections (around 0.59), is close to the me-
dian across sub-Saharan African countries (0.67).

Figure 1: Mobile Phone Subscriptions by Region, 2020
Notes: Regions are based on the regional grouping of the ITU’s
Telecommunication Development Bureau. Values are June 2020
estimates for 2020 and the data was updated November 2020.
Source: ITU World Telecommunication/ICT Indicators database.

Households with smartphones are wealthier and more educated
than those without. Table 1 shows demographic characteristics by
phone type, as collected by Research ICT Africa (RIA)’s 2018 After
Access ICT Access and Use Survey. People without a mobile phone
are less likely to have electricity, have fewer years of education,
they have lower log household income and a lower number of assets
on average. While those with a basic phone show higher values
for all of these characteristics they are still lower than those with
a feature phone and much lower than those with a smartphone.
These patterns in relation to the characteristics of different types
of phone owners are consistent across the other eight countries in
sub-Saharan Africa where RIA conducted this survey in 2018 (see
Appendix for table of statistics). This suggests that smartphones
will tend to track the behavior of high income people.

People with internet access self report about twice as much travel
as thosewithout access, in the 2016Demographic andHealth Survey
(DHS) [41]. Male internet users reported taking an average 11 trips
in the last 12 months, but non internet users only 6 (for females this
difference was 4 versus 2).1 Phone owners move more as well: male
phone owners took 9 trips compared to nonowners who report
taking only 4 (for females, this difference was 3 compared to 2).

We focus on early 2020, with data that brackets the first case
of COVID in Uganda (March 21, 2020). A number of strict mea-
sures were put in place with the goal of reducing transmission of
COVID-19 and that had important effects for mobility. These in-
cluded suspension of public gatherings on March 18th, the closing
of schools and a ban on travel to countries labeled as high risk due
to their case numbers. This was followed by a suspension of public
transport and a ban on international travel starting on March 25th,
and then a lockdown and nationwide curfew from 7pm to 6:30am

1Individual level, nationally representative weights are used.
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Table 1: Demographics by Phone Owned in Uganda

Type of Phone Owned
(1) (2) (3) (4)

Basic Feature Smart None

Percent of Individuals 34.7% 5.9% 8.0% 51.4%
Percent of Phone Owners 71.3% 12.2% 16.5% -
Years of Education 7.6 10.1 13.1 5.3
Has Electricity 0.6 0.8 0.9 0.5
Number of Major Assets 0.9 1.1 2.1 0.5
Log HH Income 11.8 12.1 12.8 10.9
HH Size 4.9 5.6 4.7 5.2
Observations 685 131 247 801

Notes: Data come from the After Access Africa 2018 survey
conducted by Research ICT Africa (RIA). Nationally representative
individual weights were applied to produce mean values for
characteristics. Number of assets was calculated by summing how
many of the following assets were owned by the household:
landline, refrigerator, radio, TV, car, motorcycle.

on March 30th. The lockdown was extended past May 5th, but with
some restrictions easing after this date, and while the curfew was
extended on May 18th, shops, public transport and schools started
to reopen at that time in a limited way [24].

The COVID-19 pandemic provides an important example of how
these type of mobility indicators generated from mobile phones can
be relevant and timely for policymakers in a crisis. Additionally, the
context provides an opportunity to study how different measures
of mobile phone data portray mobility, in baseline conditions and
in response to new policies and shocks.

3 METHODS
3.1 Theory: A sampling problem
Each individual i within the population of interest N has true
mobility given by their full sequence of locations over time, that is,

Li = (lit )t ∈T

for each location lit visited at every moment in time t ∈ T .
Any digital device of type d captures only a sample of this mo-

bility. Measured mobility may differ from the population in two
ways:

(1) Deviced records only individualsNd ⊆ N who have adopted
that device. If adopters have different mobility patterns, they
may not be representative of the population.

(2) Device d captures locations only at particular times td ⊆ T .
For example, smartphones may record a location every few
minutes when the GPS is on, or CDR records the tower used
when a call is placed. If sampling times td are correlated with
location, mobilitymeasuresmay be biased.2 The frequency of
sampling t can also affect measures of mobility. If an identical

2For example, if smartphone users keep location sensing on when traveling, but turn
it off in their neighborhood to conserve battery, they will appear to be away from
home more than they actually are. Or, if a user places calls only while at home, they
will appear in CDR data to remain stationary at home, regardless of their actual travel.

movement pattern is tracked with different devices, with d
sampled less frequently than d ′ (td ⊂ td ′ ), d may appear to
have less mobility because more location observations are
missing.

In our setting, adoption of smartphones is far lower than of
any mobile phone, so that Nsmartphone ⊂ Nanymobilephone ⊂ N .
Our aim is to assess the first potential bias for smartphone owners,
relative to any mobile phone, while holding fixed the second type
of bias. To do this, we attempt to comparably measure the mobility
of smartphone and non-smartphone users within data that includes
both.

This approach will not uncover the bias resulting from omitting
people who do not have mobile phones at all. This is in contrast to
[10], who instead take a particular time t corresponding to the U.S.
election and compare smartphone mobility estimates to ground
truth poll statistics. Such ground truth data is rare in low income
countries.

3.2 Data
Weworkwith the largestmobile network operator (MNO) in Uganda,
which supported COVID-19 efforts by allowing access to anonymized,
aggregated data to understand mobility and the epidemiology of
the disease. As a side effect of operation, MNOs store Call Detail
Records (CDR) for billing purposes, which contain a record for each
call and internet data use for each account, including a timestamp
and the location of the closest cell phone tower.3 When a user makes
calls or uses internet data in different locations, these records reveal
that the person has connected with different towers, and thus that
the user has moved. We use voice call and data observations for
February and April 2020.

This mobility data from operators differs in several respects from
commonly used smartphone mobility data [13, 32]. First, crucially,
it captures the mobility of both smartphones and basic/feature
phones. This allows us to compute the mobility of people with
smartphones, who would appear in these common datasets, and the
mobility of people with basic/feature phones who are omitted from
those datasets. Second, it tends to be less precise, since towers can
be spaced out far apart, especially in rural areas. Third, it collects
location data only under active use (when a call or data packet
is sent), while smartphone mobility data may be collected more
passively. (In this context it is fairly common for users to turn off
GPS to conserve battery, so smartphone mobility data may be more
actively selected than in other contexts.) A fourth difference is that
smartphone mobility data is typically reported only for people who
have particular apps installed, regardless of their operator (though
these apps tend to be common). Our data does not restrict based on
apps, but it is only for a single operator which has a large share of
the market and has a similar fraction of smartphones as the national
average.

3.3 Methods
We identify smartphones based on use of mobile data. We define
a user as a data user (likely smartphone) if they have at least one
internet data transaction per day on average, in at least one of

3The data are de-identified, with account numbers replaced by a random ID that can
be followed over time.
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the three months: February, March or April; and a non-data user
otherwise.4 In February, there were a total of 11,818,038 unique
subscribers with at least one observation. Of these, 4,299,886 were
defined as data users (36% of mobile phones).5 We define a trip
by two consecutive calls from the same user using mobile phone
towers located in different counties.

4 ANALYSIS
4.1 Geographic Representation
Mobile phone ownership is moderate across Uganda, as shown
in Figure 2 Panel a. 86% of adults in the capital of Kampala own
mobile phones, and ownership remains high in nearby regions,
as reported by the DHS [41]. However, ownership is lower in the
periphery, with only 25% of adults owning a phone in Karamoja in
the northeast.

Few Ugandans own smartphones, and those that do are predom-
inantly in urban areas. We present the proportion of mobile phones
that are smartphones in our CDR data in panel b of Figure 2.6 In
some counties, only 16% of phone subscribers use data; while in
others, they are as high as 62%. Comparing the map in panel b of
the smartphone proportion in our data with a map of population
density in Uganda (panel c) shows that the areas with the highest
percentage of data users are the urban, denser areas and the greater
Kampala area. These spatial differences suggest that smartphone
data is likely to underweight rural areas (see Figure 7 in the Ap-
pendix for a comparison of population density versus proportion
of data users by county).

4.2 Mobility
We compare the mobility of data users (which would be observed
in smartphone mobility data) with non-data users (which would
not), to assess whether smartphone mobility is representative of the
mobility of all phone owners. We first consider baseline mobility in
February, to analyze differences during typical conditions, and then
the change during a crisis when multiple policies affected mobility.

4.2.1 Sampling procedure. In order to compare mobility across
user types, it is necessary to address the differential use bias: loca-
tions are captured only at specific times; in our data, only when
transactions are placed. Since we aim to compare data users and
non-data users, we aim to equalize bias, but do not claim to remove
all bias, by ensuring that the timing and frequency of location ob-
servations is comparable across the two groups. In our data for
February, we find that each data user has their location observed
29 times per day on average, but each non-data user is observed
only 6. This imbalance would inherently lead to differences in the

4We allow a user to qualify in any of the months, as COVID may have affected data
usage.
5Note that over 6,546,047 million users have at least one data observation during the
sample period, but having just one observation is unlikely to be indicative of owning a
smartphone. There is a large group of users that have only one or two data observations
(potentially they may have a feature phone that allows some limited data use, but is
unlikely to have mobile apps which collect smartphone location data).
6These proportions were calculated by dividing number of data users by the total
number of users, for a given home location in February. Home location is the mode of
the location of the last observation of each day that month [25, 33].

(a) Proportion of adults with mobile phones
(DHS 2016)

(b) Proportion of phones that use data (CDR)

(c) Population density (Census 2014)

Figure 2: Geographic Representation
Notes: Panel a uses regionally representative weights. In panel b,
proportions were calculated by dividing number of data users by
the total number of users, for a given home location in February
based on data from the main mobile phone provider that are used
in this paper.

367



Assessing Bias in Smartphone Mobility Estimates in Low Income Countries COMPASS ’21, June 28-July 2, 2021, Virtual Event, Australia

Figure 3: Cumulative Distribution Function of Average Daily Transactions Before and After Downsampling
Notes: Number of users with each daily frequency of voice calls were averaged across the days of the month. For the downsampled figures,
the number of voice calls per user were randomly reduced to align the number of daily calls for data users and non-data users and to
produce the same daily average number of calls per user of around 5.4.

measurement of mobility between the two groups: we would me-
chanically see more movement among data users as a function of
the higher number of observations.

We explore one approach to correct for differences in active
usage between smartphone and other phone users. We subsample
location observations, computing mobility using only observations
that are deemed more comparable: t̃datauser ⊆ tdatauser and
t̃nondatauser ⊆ tnondatauser . The sampling of locations could
differ between data users and non-data users in many subtle ways.
The success of this approach will depend on the interaction of
usage and mobility, which more work is needed to explore. We
demonstrate a proof of concept here, which has two steps:

First, we restrict consideration to locations observed during
voice calls, which are less likely to be differentially used between
the two types of handsets. We omit data transactions, which are
used primarily by smartphones, and SMS, because in instances
where a person would send a text, smartphone users may sub-
stitute to WhatsApp or other chat apps.7 This step helps to mit-
igate a large part of the different phone usage: in February data
users have 8 calls per day on average, while non-data users have
6.

Second, we downsample to account for different temporal reso-
lution between groups, since even after restricting observations to
voice calls, data users have more transactions (see Figure 3 for the
cumulative distribution function). The downsampling is conducted

7After we limit to voice observations, the number of subscribers reduces as there are
some users that only have data observations. 11,439,718 users remain in total, and
4,074,677 data users remain.

so as to match the daily distribution of voice call frequency for data
users and non-data users. With Nd data users and Nn non-data
users, the larger non-data user population is broken up into 2000
bins in order of their daily number of transactions and the number
of transactions is averaged per bin. The data user sample is similarly
grouped into 2000 bins based on daily call frequency. For each data
user, we randomly draw as many calls from their set of calls as
the average number of calls in the corresponding bin of non-data
users.

We base the daily transaction distribution on a day that is the
10th percentile of daily calls per subscriber for February and April.8
We apply this distribution for non-data users to downsample both
data users and non-data users for each day in February and April.
This helps to mitigate any differences in phone usage both across
data and non-data users as well as across time.

Prior to downsampling, data and non-data users on average
have 7.6 and 6.2 daily observations in February and 6.8 and 5.6 daily
observations respectively in April. After the downsampling, both
data users and non-data users have 5.4 calls per day on average in
February and April and the distributions across months and users
are the same (Figure 3).

8We did not choose the lowest day out of all the days in February and April for calls
per subscriber because the lowest day would likely be an outlier and therefore the
distribution of calls might be atypical.
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(a) Data users’ mobility

(b) Non-data users’ mobility

(c) Regional difference: data users - non-data users

Figure 4: Origin/Destination Matrices for February 2020
NOTES: Number of trips as proportion of total trips made by group during the month.
Cell dimensions are scaled by county population. In panel c the population weighted
county differences are summed at the regional level

Downsampling reduces the number of trips we infer for data
users from 0.83 to 0.67 daily on average in February, lower than
the average of 0.73 trips for non-data users (down from 0.80). This
difference could arise from an actual difference in mobility, or if
data users’ calls do not have the same distribution with respect
to travel that nondata users do. Uniform random downsampling
would not resolve the temporal sampling problem if, for example,
data users are less likely to call businesses for information while
traveling. We further break down movement into close and far,
looking at trips to neighboring counties versus non-neighboring
counties. We find that when focusing on trips further away, both the
downsampled dataset and the dataset with all voice observations
show that data users have more trips per person (between 12.7%
for downsampled and 22% for the full dataset more trips compared
to non-data users). For closer trips to neighboring counties, the
pattern when downsampling the data is different from the non-
downsampled data with trips per person in February for data users
being above non-data users for the full dataset and below non-data
users for the downsampled dataset (see Appendix Figure 11).

We compare the probability of traveling from an origin location
to a destination location across data and non-data users in a baseline
time period (February). We then compare their responses to the
sudden implementation of policies that limited mobility due to the
COVID-19 pandemic.

4.2.2 Baseline mobility. We visualize baseline movement between
counties using an origin/destination (OD) matrix, for February 2020
(Figure 4). The y axis represents origins, and the x axis destinations,
ordered by county ID and clustered by the four main regions in the
country. Each cell is colored by an intensity corresponding to the
fraction of trips from that origin to that destination, out of all trips
made by that group in the country. The dimensions of each cell
are scaled by county population. Panel a shows the OD matrix for
data users, while Panel b shows it for non-data users. Because this
measure compares the relative amounts of mobility within each
group, this will minimize exposure to any remaining transaction
frequency bias.

The mobility patterns of data and non-data users share many
features. Movement is highly clustered within region, as we see
the four regional squares along the diagonal are a darker color.
Kampala, in the Central Region, is a mobility hub and the widest
cell (given it has the highest population). It is the only row and
column that are almost entirely darker, representing links with
most other counties.

However, data users’ trips are much more concentrated in the
central region. Panel c shows the percentage point difference be-
tween the two matrices.9 Trips to Kampala account for only 4% of
non-data users’ trips but 10% of data users’ trips. Data users are
relatively less likely to travel within the eastern region, as shown
by the higher proportion of negative values (this region had lower
smartphone adoption in Figure 2). More generally, they have rel-
atively less travel between all other regions since so much of their
travel is concentrated in the central region.

4.2.3 Change in mobility in response to COVID-19. There is of-
ten interest in how mobility changes in response to new policies

9We compute the population weighted difference over all counties within each region.
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[15, 21, 30]. During the COVID pandemic, there was substantial
interest in both monitoring changes from baseline, and understand-
ing how policies aimed at mitigating spread of the disease reduced
mobility and curbed disease transmission. We compute how mo-
bility changed from baseline before COVID-19 disrupted Uganda
(February 2020) to a month under lockdown (April 2020).

Data users decrease mobility 64% more than non-data users
(downsampled measure) or 40% (using measure based on all voice
calls). Non-data users decrease their daily trips by 14% on average,
but data users decrease their trips by 23%, in the downsampled
mobility measures.10 If we instead measure mobility using all voice
calls, non-data users decrease their trips by 19%, and data users
by 27%.11 See Appendix Figure 9 for the daily values for trips per
subscriber as a percent of the baseline.

We compare the percent decrease in number of trips per person,
at the county level, for data users (y axis) versus non-data users
(x axis) (Figure 5). If movement decreases equally for data users
and non-data users, then the circles on the figure would fall along
the red 45 degree line. Instead, data users deviate from the line at
the top right. The same conclusion holds when we calculate and
plot the values using all voice observations without downsampling
(Appendix Figure 8). Given we saw in Table 1 that smartphone
owners in Uganda are on average higher income, this aligns with
research from developed country settings that has found larger
decreases in mobility among higher income populations [17, 21, 42].
This suggests that mobility as measured by smartphones may have
subtle but systematic biases in low income populations.

We break down changes in mobility further in the ODmatrices in
Figure 6. Generally movement has decreased between most county
pairs for both data users and non-data users. It is important to note
that there are a few county pairs where we see increases in mobility.
When we compare the decrease in mobility for data users and non-
data users, panel c shows that the largest difference is in movement
to and from the Central region. The decreases in movement to and
from this region, as well as between counties in this region, is much
larger. The ability to break down mobility into such a fine level
and analyze the heterogeneity is one of the important benefits of
working with mobile phone or smartphone data like this.

5 DISCUSSION
Digital technologies provide opportunities to better understand
populations about which little data has been gathered. However,
how an individual is represented in these data depends on whether
they have adopted, and how they use these technologies. In partic-
ular, there is concern that the poorest segments of the population
may be omitted [5].

10Decreases are calculated by comparing daily trips per user for each day in April to
the average value for the corresponding day of the week in February. We then calculate
the average value across days in April.
11This aligns with the fact that voice observations per subscriber per day decline from
February to April; therefore, it is possible that some of the decrease measured when
looking at all observations arises from true decrease in movement and some arises
mechanically from a decrease in observations. The downsampling procedure aims to
correct for this by equalizing the number of observations per subscriber in February
and April, but it may be overcompensating if user mobility behavior is correlated with
phone usage behavior.

Figure 5: Percent Change in Number of Trips per Person for
Data Users and for Non-Data Users by County
Notes: The daily trips per person indicator is calculated by taking
an average of the total number of subscribers entering a county on
a given day divided by the number of subscribers whose home
location is that county that month.

In these cases, ideally one would be able to compare digital
measures to an authoritative ground truth [10]. However, in many
developing countries, such ground truth data is not available. This
paper shows how one digital source of data can be used to better
understand what is measured by another.

We use data on an operator that serves all types of phones in
Uganda to better understand what can be captured in smartphone
mobility data. We find that smart phone adoption is concentrated
in urban areas. We find that data that is sampled actively, when a
technology is being used, can lead to biases. We demonstrate one
simple possible adjustment that involves downsampling, but more
work needs to be done to better understand the origin of biases in
different types of data. We are optimistic that this process can lead
to both a better understanding of biases in new forms of data, and
feasible corrections that allow them to more inclusively measure
behavior.

We find a number of takeaways, regardless of whether the data
is downsampled or not. Data users travel to non-neighboring coun-
ties more on average during the baseline period, and decreased
movement much more in response to COVID-19 lockdowns. Given
that those users made more long distance trips on average at base-
line, and react the most to the restrictive measures, this potentially
means important decreases in the likelihood of spread of the infec-
tion within a country. At the same time, the results point to the need
for recognizing the limitations of data coming solely from wealthier
users. When using data from digital devices, policymakers should
consider potential omissions of low-income people.
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(a) Data users’ mobility

(b) Non-data users’ mobility

(c) Difference: data users - non-data users

Figure 6: Origin/DestinationMatrices: Percent Change from
February to April 2020
Notes: Change in mobility is calculated as the difference in average
daily trips in April versus in February.
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6 APPENDICES

Table 2: Demographics by Phone Owned in sub-Saharan Africa

Kenya (1) (2) (3) (4)
No Phone Basic Phone Feature Phone Smartphone

Years of Educ 7.3 9.7 11.4 14.3
Has Electricity 0.5 0.6 0.6 0.9
Log HH Income 8.0 8.9 9.0 9.8
Number of Assets 0.9 1.1 1.3 2.3
Observations 134 512 153 409
Mozambique
Years of Educ 3.6 5.7 8.3 10.7
Has Electricity 0.4 0.6 0.7 1.0
Log HH Income 6.8 7.5 8.1 8.6
Number of Assets 0.7 1.1 2.5 2.7
Observations 504 427 54 186
Ghana
Years of Educ 4.5 7.1 7.0 12.3
Has Electricity 0.6 0.9 0.8 1.0
Log HH Income 4.5 5.5 5.9 6.0
Number of Assets 1.3 1.8 2.2 2.5
Observations 266 502 123 309
Nigeria
Years of Educ 4.1 8.6 10.4 13.5
Has Electricity 0.5 0.9 0.8 1.0
Log HH Income 8.9 9.7 10.0 9.8
Number of Assets 1.1 2.0 2.3 2.6
Observations 628 425 456 299
Rwanda
Years of Educ 4.1 6.2 7.2 13.0
Has Electricity 0.2 0.5 0.4 1.0
Log HH Income 9.6 10.2 10.6 11.8
Number of Assets 0.4 1.0 1.0 2.1
Observations 551 387 144 129
South Africa
Years of Educ 7.2 8.6 10.9 12.1
Has Electricity 0.9 0.9 1.0 1.0
Log HH Income 7.1 7.3 7.1 7.8
Number of Assets 2.2 2.5 2.7 3.2
Observations 263 623 133 796
Tanzania
Years of Educ 5.5 7.2 8.5 11.9
Has Electricity 0.3 0.5 0.6 0.9
Log HH Income 10.5 11.3 11.9 12.4
Number of Assets 0.7 1.1 1.2 2.4
Observations 402 468 77 244
Senegal
Years of Educ 2.3 3.3 9.3 10.5
Has Electricity 0.7 0.9 0.9 1.0
Log HH Income 10.3 10.8 10.5 11.2
Number of Assets 1.6 1.8 2.4 2.9
Observations 233 564 112 324

Notes: Data come from the After Access Africa 2018 survey conducted by Research ICT Africa (RIA). Nationally representative individual
weights were applied to produce mean values for characteristics. Number of assets was calculated by summing how many of the following
assets were owned by the household: landline, refrigerator, radio, TV, car, motorcycle.
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Figure 7: Population Density versus Proportion of Phones that use Data at the County Level
Notes: Values are calculated for 202 counties. Population data to calculate density come from the 2014 Uganda Census. Proportions were
calculated by dividing number of data users by the total number of users, for a given home location in February based on the data from the
main mobile phone provider that are used in this paper.

Figure 8: Percent Decrease in Number of Trips per Person for Data Users and for Non-Data Users by County, Using All Voice
Observations

Notes: All voice observations are used for data users and non-data users without downsampling. The daily trips per person indicator is
calculated by taking total number of subscribers entering a county on a given day and dividing by the number of subscribers whose home
location is that county that month.
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Figure 9: Daily Trips Per Person as a Percent of the Baseline Daily Trips Per Person

Notes: The baseline is defined for each day of the week by averaging days in February.

Figure 10: Average Daily Moves Per Subscriber versus Average Daily Observations Per Subscriber

Notes: Observations and trips per subscriber are calculated at the national level. The values are calculated with all voice observations. The
arrows start at the centroids of the February clusters and point to the centroids of the April clusters.
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Figure 11: Average Daily Trips Per Day Per Subscriber for Neighboring and Non-Neighboring Counties

Notes: Neighboring county is defined as a county that shares any part of a border with the origin county. Non-neighboring counties are all
other counties.
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(a) Data users’ mobility (b) Non-data users’ mobility

(c) Regional difference: data users - non-data users

Figure 12: Origin/Destination Matrices for February 2020 (No Downsamping)
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(a) Data users’ mobility (b) Non-data users’ mobility

(c) Regional difference: data users - non-data users

Figure 13: Origin/Destination Matrices: Percent Change from February to April 2020 (No Downsamping)
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